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Abstract. The software engineering is comparatively new and regularly changing field. The big challenge of meeting strict project schedules with high quality software requires that the field of software engineering be automated to large extent and human resource intervention be minimized to optimum level. To achieve this goal the researcher have explored the potential of machine learning approaches as they are adaptable, have learning ability. In this paper, we take a look at how genetic algorithm (GA) can be used to build tool for software development and maintenance tasks.
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I. INTRODUCTION

Modern software is becoming more expensive to build and maintain. Software development management and software quality goals are necessary, but not competent for the needs of today's marketplace. Shorter cycle time, completed with least resources is also in demand [2]. The challenge of developing software system in a fast moving Evolutionary Algorithms scenario gives rise to a number of demanding situations. First situation is identifying software components is a crucial task in software development. The second one is to minimize number of test cases develop for the testing purpose. To answer the challenge, a number of approach can be utilized one such approach is the evolutionary algorithm [1]. By using evolutionary algorithm software is developed, modified and maintained at specification level, and automatically produced high quality software in shorter period [3]. This evolutionary approach will enable software engineering to become the discipline capturing and automating currently undocumented domain and design knowledge [4].

In order to realize its full potential, there are tools and methodologies needed for the various tasks inherent to the evolutionary algorithm. In this paper, we take a look at how genetic algorithm can be used to build tool for software development and maintenance task as genetic algorithm have robustness and Genetic Algorithms are commonly used to generate high-quality solutions to optimization and search problems by relying on bio-inspired operators such as mutation, crossover and selection [1]. In this paper, we survey the existing work on application of GA in software engineering and provide research directions for the future work in this area.

II. GENETIC ALGORITHM (GA) METHODOLOGY

Genetic algorithms (Goldberg, 1989) in particular became popular through the work of John Holland [5] in the early 1970s, and particularly his book Adaptation in Natural and Artificial Systems (1975). Genetic Algorithms (GAs) are adaptive heuristic search techniques based on the evolutionary ideas of natural and genetic selection [6]. It represents an intelligent exploitation of a random search within a defined search space to solve a problem. Genetic algorithms are based on the principles of the evolution via natural selection, employing a population of individuals that undergo selection in the presence of variation-inducing operators, such as mutation and recombination. GAs is best used when the search space is large, complex and poorly understood, when domain knowledge is scarce or expert knowledge is difficult to encode. GAs also useful when there is a need to narrow the search space and in case of failure of traditional search methods [5, 6].

Algorithm for a GA is as follows [6]
Initialize (population)
Evaluate (population)
While (stopping condition not satisfied) do
{
Selection (population)
Crossover (population)
Mutate (population)
Evaluate (population)
}
The algorithm will repeat until the population has evolved to form a solution to the problem, or until a maximum number of iterations have taken place (suggesting that a solution is not going to be found given the resources available. Figure 1 depicts the steps involved genetic algorithm.

**Figure 1. Various Steps of Genetic Algorithm**

1. Random population of n chromosomes is generated
2. Fitness value of each chromosome is evaluated
3. Create new population by applying genetic operators like Selection, Crossover, and Mutation etc.
4. New population generation is replaced.
5. If the specified condition is satisfied stop and return the solution.

### III. SOFTWARE DEVELOPMENT LIFE CYCLE (SDLC) AND APPLICATIONS OF GAS IN SOFTWARE ENGINEERING

A variety of life cycle models has been proposed and is based on task involved in developing software [8]. Figure 2 shows SDLC/CBSD phases and applications of GAs in software engineering.

**Figure 2. SDLC/CBSD Phase and Application of Genetic Algorithm**
4 Applications of GAs in Software Engineering

Several areas in software development have already witnessed the use of GAs. In this section, we take look at some reported result of application of GAs in the field of software engineering. The list is definitely not a complete. It only serves as an indication that people realize the potential of GAs and begin to reap the benefits from applying them in software development.

4.1 Software Project Effort Estimation

Software cost estimation is one of the most challenging issues in software project development. To produce the accurate estimation, many models have been developed, but no model proves efficient with the uncertainty of the project development. Most of these models are based on the size measure, such as Lines of Code (LOC) and Function Point (FP) and Size estimation accuracy directly effect on cost estimation accuracy. As all we know the COCOMO model is the important model for Software Cost Estimation. Today’s effort estimation models are based on soft computing techniques such as, genetic algorithm, fuzzy logic, neural network etc for finding the accurate predictive software development effort and time estimation. Genetic Algorithm can provide significant enhancement in accuracy and has the potential to be a valid additional tool for software effort estimation in large project. Genetic algorithm has been used for difficult numerical optimization problems and also used to solve system identification, signal processing and path searching problems [26].

Brajesh et al. proposed a model to estimate the software effort for projects sponsored by NASA using binary genetic algorithm. Modified version of the COCOMO model was provided to consider the effect of methodology in effort estimation. The performance of the developed model was tested on NASA software project data and the developed models were able to provide good estimation capabilities [27].

Vishaliet al. proposed algorithm (GAs) was tested and the obtained results were compared with the ones obtained using the current COCOMO model coefficients. The results of the experiment show that in most cases the results obtained using the coefficients optimized by the proposed algorithm are close to the ones obtained using the current coefficients. Comparing organic and semi-detached COCOMO model modes, it can be stated that use of the coefficients optimized by the GA and ACO in the organic mode produces better results in comparison with the results obtained using the current COCOMO model coefficients [28].

Ashaet al. proposed Genetic Algorithm (GAs) is tested on TURKISH and INDUSTRY dataset and the obtained results are compared with the ones obtained using the current COCOMO II PA model coefficients. The proposed model is able to provide better estimation capabilities. It is concluded that, By comparing the results, it can be stated that having the appropriate statistical data describing the software development projects, GAs based coefficients can be used to produces better results in comparison with the results obtained using the current COCOMO II PA model coefficients. The results also show that in most cases the results obtained using the coefficients optimized with the propose algorithm are close to the ones obtained using the current coefficients. The results also prove that in most cases the results obtained using the coefficients optimized with the propose algorithm are less than the real effort values [29]. Isa et al. have proposed a hybrid model based on GA and ACO for optimization of the effective factors’ weight in NASA dataset software projects. The results show that the proposed model is more efficient than COCOMO model in software projects cost estimation and holds less Magnitude of Relative Error (MRE) in comparison to COCOMO model [30].

4.2 Software Metrics (Design and Coding)

Software metrics are numeric value related to software development. Metrics have traditionally been consisting through the definition of an equation, but this technique is limited by the fact that all the interrelationships among all the parameters be fully understood. The aim of research is to find the alternative methods for generating software metrics. Deriving a metrics using a GAs has several advantages [12].

R Vankudothet al. work on selection of system software component. It is an important decision of design stage and has a significant impact on various system quality attributes. To determine system software component based on architectural style selection, the software functionalities have to be distributed among the components of software. The author present a method based on the Genetic Algorithm that use cases the concept and design procedure of Genetic Algorithm as techniques is proposed to identify software components and their responsibilities. To select a proper Genetic Algorithm method, first the proposed method is performed on a number of software systems using different Genetic Algorithm methods, and the results are verified by expert, and the best recommended. By sensitivity analysis, the effect of features on accuracy of Genetic Algorithm is evaluated then finally determine the appropriate number of Genetic Algorithm (i.e. the number of software components), metrics of the interior cohesion of Genetic Algorithm and the coupling among them are used [31]. CBSD is used to reduce software development time by bringing the system to markets as early as possible. CBSD process consists of four major processes: component qualification, component adaptation, component composition and component update [10]. To realize the benefits which CBS brings it is imperative that the right software component is selected for a project, because selecting inappropriate component may results in
increased time and cost of software development but CBSD aims at reducing [11, 12]. Component selection is a
major challenge to CBS developers, due to the multiplicity of similar components on the market with varying
capabilities. Several approaches and criteria have been proposed for component selection, there is no well-
deﬁned procedure to select optimized components. K Vijayalakshmi et al has given an automated approach
based on Genetic Algorithm that enables the selection of software components both considering functional and
non-functional requirements to ﬁnd the best combination of components [9], [10], [11], [12].

Seyed Mohammed et al. propose a novel GA-based algorithm (Genetic Algorithm) as a powerful
optimization search algorithm, called SCI-GA (Software Component Identiﬁcation using Genetic Algorithm), to
identify components from analysis models. The SCI-GA uses software cohesion, coupling, and complexity
measurements to deﬁne its ﬁtness function. For performance evaluation, the algorithm SCI-GA is evaluated
using three real-world cases. The results show that SCI-GA can identify correct suboptimal software
components, and performs far better than alternative heuristics like k-means and FCA-Based methods [1].

Kwonget et al. has given the formulation of an optimization model of software components selection
for CBSS development. This model has two objectives: maximizing the functional performance of the CBSS
and maximizing the cohesion and minimizing the coupling of software modules. A genetic algorithm (GA) is
used to solve the optimization model for determining the optimal selection of software components for CBSS
development. It was prove by giving an example of developing a ﬁnancial system for small- and medium-size
to illustrated the proposed methodology [10].

Saxsena et al. an attempt to throw light which on the one of the major issue of component based
software engineering is concerned with the “Component Selection”, Genetic Algorithms based approach is used
for component selection to minimize the gap between components are selected [11].

4.3 Software Testing Activities

Software testing is the process of executing a program with the intention of ﬁnding bugs. Software testing
consumes major resource in term of effort, time in software product’s lifecycle. Test cases and test data
generation is the key problem in software testing and as well as its automation improves the efﬁciency and
effectiveness and lowers the high cost of software testing. Generation of test data using random, symbolic and
dynamic approach is not enough to generate optimal amount of test data. Some other problems, like non-
recognition of occurrences of inﬁnite loops and inefficiency to generate test data for complex programs makes
these techniques unsuitable for generating test data. That why there is need for generating test data using search
based technique. In addition to these there is also need of generating test cases that concentrate on error prone
areas of code [13], [14], [15], [16].

The application of Genetic Algorithm in Software Testing is a new area of research that brings about
the cross fertilization of ideas across two domains. Genetic Algorithm is used to generate test cases while
ensuring that the generated test cases are not redundant. It maximizes the test coverage for the generated test
cases. In order to carry out the effectiveness of the test cases and test data the quantiﬁcation, measurement and
the perfect modeling is required which is done by using the accurate suite of software test metrics. The test
metrics are used to measure the number, complexity, quality, Abhishek et.al applied the optimization study of
the test case generation based on the Genetic Algorithm and generates test cases which are far more reliable
[17], [18].

By examining the most critical paths first, obtain an effective way to approach testing which in turn
helps to reﬁne effort and cost estimation in the testing phase. The experiments conducted so far are based on
relatively small examples and more research needs to be conducted with larger commercial examples. Yang et. al
introduce an approach of generating test data for a speciﬁc single path based on genetic algorithms. The
similarity between the target path and execution path with sub path overlapped is taken as the ﬁtness value to
evaluate the individuals of a population and drive GA to search the appropriate solutions. The authors conducted
several experiments to examine the effectiveness of the designed ﬁtness function, and evaluated the
performance of the function with regards to its convergence ability and consumed time. Results prove that the
function performs better as compared with the other two typical ﬁtness functions for the speciﬁc paths
employed by the authors [19], [20].

Aladeen et al.[14] have compared the software test data for automatic path coverage using genetic
algorithm with Yong [20] for generating test data of path testing. They found GAs is useful in reducing the time
required for lengthy testing by generating the meaningful test cases for path testing. The GAs is required to be
built for structural testing for reduce execution time by generating more suitable test cases.

Roy et al. propose a technique that uses a Gas for automatic test – data generation. A GAs is a heuristic
that mimics the evolution of natural species in searching for the optimal solution to a problem. In the test-data
generation application, the solution sought by the GAs is test data that causes execution of a given statement,
branch, path or deﬁnition-use pair in the program under test. The test data generation technique was
implemented in a tool called TGen in which parallel processing was used to improve the performance of the
search. To experiment with TGen, a random test data generator called Random was also implemented. Both TGen and Random were used to experiment with the generation of test data for statement and branch coverage of six programs [41].

Rajappan et al. proposed graph theory based on genetic approach to generate test cases for software testing. In this approach the directed graph of all the intermediate states of the system for the expected behaviour is created and the base population of genetic algorithm is generated by creating a population of all the nodes of the graph. A pair of nodes referred to as parents are then selected from the population to perform crossover and mutation on them to obtain the optimum nodes. The process is continued until all the nodes are covered and this process is followed for the generation of test case in the real time system. The technique is more accurate in case of network testing or any other system testing where the predictive model based tests are not optimized to produce the output [15]. Parveen and Tai have demonstrated that it is possible to apply Genetic Algorithm techniques for finding the most critical paths for improving software testing efficiency. The Genetic Algorithms also outperforms the exhaustive search and local search techniques and in conclusion, by examining the most critical paths first, we obtain a more effective way to approach testing which in turn helps to refine effort and cost estimation in the testing phase [42]. K. Singh used Genetic algorithm in scheduling of tasks to be executed on a multiprocessor system. Genetic algorithms are well suited to multiprocessor scheduling problems. As the resources are increased available to the GAs, it is able to find better solutions in short time. GAs performs better as compared to other traditional techniques. So GAs appears to be the most flexible algorithm for problems using multiple processors. It also indicates that the GAs is able to adapt automatically to changes in the problem to be solved [24].

4.4 Other Software Metrics (Quality, Reliability and Maintenance)

Garvin describes quality from five different views: transcendental view, user view, manufacturers view, product view and value based view. Quality must be monitored from the early phases to final phase such as analysis, design, implementation and maintenance phases. There are many quality models given, some of the standard models are listed here: McCall’s model (1979), FCMM model and Boehm’s model. McCall’s model contains 11 attributes, out of which two are described here such as reliability and maintenance [33].

M. Amoui et al. work for Improving software quality. It is a major area in software development process. Despite all previous attempts to evolve software for quality improvement, these methods are neither scalable nor fully automatable so in this research authors approach software evolution problem by reformulating it as a search problem. For this purpose, author apply software transformations in a form of GOF patterns to UML design model and evaluated the quality of the transformed design according to Object-Oriented metrics, particularly ”Distance from the Main Sequence”. This research based formulation of the problem enables us to use Genetic Algorithm for optimizing the metrics and find the best sequence of transformations. The implementation results show that Genetic Algorithm is able to find the optimal solution efficiently, especially when different genetic operators, adapted to characteristics of transformations, are used [34].

D. M. Thakore et al. work on the security issues by using GAs. Assigning access specifier is not an easy task as it decides over all security of any software though there are many metrics tools available to measure the security at early stage. But assignment of access specifier is totally based on the human judgment and understanding. Objective of Secure Coupling Measurement Tool (SCMT) is to generate all possible solutions by applying Genetic Algorithm (GA). It is quietly different than any other security Measurement Tool because it filters input design before applying metrics by GA. SCMT uses coupling, also feature of OO design to determine the security at design level. It Takes input as a UML class diagram with basic constraints and generates alternate solutions. Tool also provides metrics at code level to compute the security at code level. The result of both the metrics gives proof of secure design [35]. S. H. Aljahdali use GAs as powerful technique to estimate the parameters of well known reliability model. Software reliability models are useful to estimate the probability of the software fail along the time. Several different models have been proposed to predict the software reliability growth (SRGM); but none of them has proven to perform well considering different project characteristics. The ability to predict the number of faults in the software during development and testing phases. GAs is a powerful machine learning technique and optimization techniques to estimate the parameters of well-known reliably growth models. Moreover, machine learning algorithms, proposed the solution to overcome the uncertainties in the modeling by combining multiple models aiming at a more accurate prediction at the expense of increased uncertainty [36]. Bajaïs et al. used GAs for estimating maintenance effort and cost. Maintenance is an important activity in the software development life cycle and no software product can do without undergoing the process of maintenance. Estimating a software’s maintainability effort and cost is not an easy task considering the various factors that influence the proposed measurement in software development. Abdulrahman et.al proposes an Evolutionary Neural Network (NN) model to predict software maintainability. The proposed model is based on a hybrid intelligent technique wherein a neural network is trained for prediction and a genetic algorithm (GA) implementation is used for evolving the neural network topology until an optimal topology is
reached and the model was applied on a popular open source program, namely, Android. The results are very fine, where the correlation between actual and predicted points reaches 0.91 [37].

IV. CONCLUSION AND RESEARCH DIRECTIONS

In this paper, we show how GAs has been used in tackling many software engineering problems. The GAs has been used in various phases of software development like from requirement and analysis phase and software testing phase. It is also used developing new metrics. This will definitely help maturing software engineering discipline. There is urging to develop GAs based tools that become a part of software engineering and help in automating the software development process to optimal level. So there is a need for GAs community to come forward in help of software engineering discipline, so that full potential of GAs can be utilized in solving the problem faced by software professionals. Similar type studies must be carried out with large data sets to improve technique of test case generation. Moreover we can say that GAs is emerging field in software engineering.
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