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Abstract: Denoising digital images is a pre-process method in any application such as satellite, medical, remote sensing, face recognition and bio-metric authentication etc. Here in this proposal, we implemented a novel image denoising scheme using infantile fixation of non-local patch (IF-NLP), which is an extension for the classical non local means (NLM), non-local Euclidean median (NLEM), generalized NLM and even fast-NLM algorithm. The proposed algorithm utilizes the patch reorganization lopping of pixels for denoising noisy or corrupted pixels. It has tested with larger noise variances. Simulation results have shown that the proposed denoising model has performed superior to the existing denoising models in terms of peak signal to noise ratio (PSNR), mean square error (MSE).
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I. INTRODUCTION

In many applications, while transmitting the images and/or acquiring an image from both digital cameras will be affected with few or more amount of the noise from a variety of sources. Further processing of these noisy images can be done only after removal of this random noise, because this type of noise elements will create some serious issues in practical applications such as satellite, bio-medical, computer vision, remote sensing, artistic work or marketing and also in many fields. Denoising an image is a primary problem in the applications of image processing. Denoising is a pre-process technique in many applications for improving the quality of digital images without losing its original information. It plays an important role in object identification, face tracking, tumour segmentation and image retrieval etc. Estimating an original image from the corrupted or sparse image by preserving its edge, texture and structural details is very important. In order to remove the noise from images, prior knowledge about the noise distribution plays a vital role. Mainly, there are two types of noises like impulse noise (IN), additive white Gaussian noise (AWGN). Due to the electrons thermal motion in camera sensors and circuits, AWGN will be introduced. In general, when there is a very small change in original pixel value that is known as Gaussian noise. Histogram is a graphical representation of image, which plots a discrete graph of the distortion amount of the pixel values at which frequency it exists, and shows a normal distribution of noise. IN is often introduced due to improper functioning of camera sensors, hardware impairment memory locations or bit errors in transmission. Median filters [1] have been used dominantly to remove IN. Many improvements have been done in median filters to enhance the performance and to preserve the local structures [2-10], which includes weighted median filter (WMF) [3], multistate median filter (MMF) [4] and centre weighted median filter (CWMF) [3].

All of them do not recognize that the present pixel is noisy or not and they tend to over smooth the denoised image. Hence, based on this concept several filters have been proposed in the literature such as switching median filter (SMF) [5], adaptive median filter (AMF) [6], tristate median filter (TMF) [7], adaptive CWMF [8], conditional signal AMF [9] and directional WMF [10] etc. Bilateral filter (BF) [12] is a well-known nonlinear filter, which preserves the information about the edges. An extension for the BF is non-local means (NLM) filtering algorithm [15]. BM3D approach has been proposed in [14] by combining the similar non local patches into a 3D cube and applying transform based shrinkage. Then after, LPG-PCA has been proposed in [16]. The work proposed in [7] initiates the generalized NLM to remove the AWGN and denoise the corrupted images. It was recently demonstrated in [13] that the denoising performance of NLM can be improved at large noise levels by replacing the mean with the robust Euclidean median. However, all the above mentioned denoising algorithms were suffering from lack of stability and efficiency. Here, a novel algorithm for noise removal from corrupted digital images has been proposed by using IF-NLP to improve the denoising system performance in terms of quality metrics.

II. LITERATURE REVIEW

Many researchers have developed and published enough papers on removing or eliminating either IN or AWGN [12-20], however these methods were not supposed to remove the AWGN and IN. From the past decades, several algorithms have been proposed [22-36] to remove the noise which occurs due to noise from multiple sources. Median filters [1] have been used dominantly to remove IN. However, median filters have been suffering from few shortcomings i.e., it does not preserve the edges information and destroys the local structures.
of image, which in results that the denoised images looks unnatural. When IN density is very high then this problem will become more serious. To solve these issues, many improvements have been done in median filters to enhance the performance and to preserve the local structures [2-10], which includes weighted median filter (WMF) [3], multistate median filter (MMF) [4] and centre weighted median filter (CWMF) [3]. All of them do not recognize that the present pixel is noisy or not and they tend to over smooth the denoised image. Hence, one possible way is to detect or identify the IN corrupted pixels and leave the uncorrupted pixels as it is. Based on this concept several filters have been proposed in the literature such as switching median filter (SMF) [5], adaptive median filter (AMF) [6], tristate median filter (TMF) [7], adaptive CWMF [8], conditional signal AMF [9] and directional WMF [10] etc.

In image denoising literature, AWGN is a most widely studied noise model [12-20]. Conventional linear filtering schemes such as Gaussian filtering has been used to filter the noisy images those are corrupted by AWGN. But, it will over smooth the edges while removing the noise. To address this issue, nonlinear filtering schemes have been developed in further years. Bilateral filter (BF) [12] is a well-known nonlinear filter, which preserves the information about the edges by estimating the denoised pixel as the neighbouring pixels weighted average, but the weights are influenced by spatial and intensity similarity. An extension for the BF is non-local means (NLM) filtering algorithm [15], in which the denoised pixel is estimated as the weighted average of the all its standardized pixels of an original image and these weights are influenced by the similarity between them. BM3D approach has been proposed in [14] by combining the similar non local patches into a 3D cube and applying transform based shrinkage. Then after, by using these similar patches and grouping those into a matrix then applied principle component analysis (PCA) to denoise the AWGN image, which is known as LPG-PCA and it has been proposed in [16]. In recent years, an attractive attention has been made in image restoration and denoising algorithms by introducing dictionary learning and sparse representation schemes. The work proposed in [13] initiates the dictionary learning from natural images to remove the AWGN and denoise the corrupted image using k- singular value decomposition (K-SVD). In [17], the author has proposed the use of both sparse representation and nonlocal self-similarity (NSS) regularization to remove the AWGN.

However, the AWGN and IN increases the difficulties and makes much more complex to denoise the images. Very few methods have been developed in the literature to remove this noise [22-26]. Author in [24] proposed a noise removal algorithm using median based signal dependent rank ordered mean (SDROM), but it produces bitter artifacts often. IN detection has been done by integrating the trilateral filter (TF) [27] with absolute difference of rank order (ROAD) statistics into the BF [12]. Switching BF [28] is a method of detection and replacement, which is also a modification to the BF. To decide the present pixel is a noisy or not, it computes the reference median. If the reference median and target pixel difference is large then the target pixel is a noise pixel and therefore mixed noise is eliminated by switching between AWGN and IN. A method that is known as a two-phase method to restore the noisy images which were corrupted by mixed noise. Later on it has been improved and republished to increase the efficiency of denoised system. Xiao et al. proposed an $l_1 - l_0$ minimization method, it achieves good denoising performance but it has been suffering from higher computational complexity. A total variation (TV) regularization method has been proposed to reduce the computational complexity by aiming in mixed noise removal with a cost functional consisting of regularization data fidelity terms $l_2$ and $l_1$. Dong et al. proposed a new frame work for denoising an image by introducing a new variable to comprise the outliers. Meanwhile, this term used as a regularizer by considering that the amount of damaged pixels by IN is very small. More recently, a method which incorporates both sparse coding and learning of dictionary, reconstructing an image, noise clustering and estimating the parameters into a four step framework by solving a minimization problem.Gopala Krishna Nagasaranu and A. SenthilRajan in [30], proposed a generalized NLM scheme with block based PCA algorithm, which has performed far better over classical NLM, fast NLM and wavelet thresholdingbased NLM (WT-NLM). It was recently demonstrated that the performance of NLM can be improved at large noise levels by replacing the mean by the stronger Euclidean median. The Euclidean mean and median can be put into common a frame work of infantile fixation, in which first we consider the residuals of $l_2$-norm minimization method and later $l_1$-norm residuals. Here, in this we investigated the problem of $l_p$, i.e., what happens if the range of $p$ is $0 < p < 1$, which is known as patch space.

### III. PROPOSED ALGORITHM

#### A. Non-Local Euclidean Median

To set up notations, we recall the NLM working. Let $m = (m_i)$ be some input noisy image index. The standard setting is that $m$ is the clean image corrupted version,

$$m_i = l_i + \sigma v_i$$

(1)

Where $\sigma$ is a noise variance and $v_i$ is $i.i.d \mathcal{N}(0, 1)$, our goal is to estimate a noise free image from the given noisy measurement. In, NLM the restored image $\mathcal{N}$, is computed using,

$$\mathcal{N}_i = \frac{\sum_{i \in \mathcal{N}} w_{ij} m_j}{\sum_{i \in \mathcal{N}} w_{ij}}$$

(2)
Where \( w_{ij} \) is the weight assigned to pixels, here \( N(i) \) is the \( i \)-th pixel neighbourhood over which the averaging is performed. In practice, however, one can restrict \( N(i) \) to a geometric neighbourhood. The other idea of NLM is to set weights using image patches centred around each pixel. Let \( k \) be the length of window. In practice, the weights of NLM will be calculated as

\[
  w_{ij} = \exp \left( -\frac{1}{\kappa^2} \| P_i - P_j \|^2 \right)
\]  

(3)

Where \( \| P_i - P_j \| \) is the Euclidean distance and \( \kappa \) is a smoothing parameter. \( P_i \) denotes the restriction of \( m \) to a square window around \( i \). It has demonstrated in [27], that the performance of NLM denoising can be improved by replacing the infantile fixation of \( l_2 \) with the more stronger \( l_1 \)-infantile fixation. More, precisely, given weights \( w_{ij} \), note that (2) is equivalent to performing the following, on the patch space:

\[
  \hat{P}_i = \arg \min_P \sum_{j \in N(i)} w_{ij} \| P - P_j \|^2
\]  

(4)

And then setting \( \hat{P}_i \) to be the center pixel in \( \hat{P}_i \). Surely, it reduces to (2) once we write the infantile fixation in terms of the center pixel \( \hat{P}_i \). The idea in [27] was to use \( l_1 \)-infantile fixation instead, namely, to compute

\[
  \hat{P}_i = \arg \min_P \sum_{j \in N(i)} w_{ij} \| P - P_j \|^p
\]  

(5)

and then set \( \hat{P}_i \) to be the center pixel in \( \hat{P}_i \). Note that (5) is a convex optimization, and the minimizer is unique when \( k > 1 \) [28], which in results NLEM. It was demonstrated that NLEM performed far better than NLM on a large class of natural and synthetic images with larger noise levels which is above a certain threshold. More importantly, it has shown that the improvement in NLEM came from pixels located close to edges. An inlier-outlier model of patch space was proposed and the robustness of (5) has improved in the presence of outliers.

B. Infantile fixation of NLEM in patchspace

It was well known that \( l_1 \)-minimization is much stronger to outliers than \( l_2 \)-minimization. A simple argument is that the residuals which are unsquared \( \| P - P_j \| \) in (5) are better guarded against the deviated data points compared to the residuals that are squared \( \| P - P_j \|^2 \). Here in this, we proposed an infantile fixation point that could be varied based on the suppression of residuals.

\[
  \hat{P}_i = \arg \min_P \sum_{j \in N(i)} w_{ij} \| P - P_j \|^p
\]  

(6)

The visceral idea of the proposed algorithm is that, we can better suppress the residuals \( \| P - P_j \| \) induced by outliers, by taking the smaller values of \( p \). This will make the infantile fixation very robust to outliers that are compared with \( p = 1 \). Therefore, we can refer that (6) is a infantile fixation of non-local patch (IF-NLP), where the values of \( p \) will lies between (0, 2]. To optimize the (6), we should have an iterative solver that regularizes the proposed algorithm. The working of this regularization is as follows:

First, we set

\[
  P(0) = \frac{\sum_{j \in N(i)} w_{ij} P_j}{\sum_{j \in N(i)} w_{ij}}
\]  

(7)

Then at every iteration \( k \geq 1 \), we can write

\[
  \| P - P_j \|^p = \| P - P_j \|^2 \cdot \| P - P_j \|^{p-2}
\]  

in (6), use the current estimate to approximate this by

\[
  \| P - P_j \|^2 \cdot \| P - P_j \|^{p-2}
\]  

which in results the alternate least squares problem, given by

\[
  P^{(k)} = \arg \min_P \sum_{j \in N(i)} w_{ij} \frac{\| P - P_j \|^2}{\left( \| P^{(k-l)} - P_j \|^2 + \epsilon \right)^{\frac{p-2}{2}}}
\]  

(8)

IV. SIMULATION RESULTS

To demonstrate the performance of proposed algorithm, here in this section we had presented some experimental results on natural and synthetic images, which has been done in MATLAB 2014a version with 4GB RAM and i3 processor. The experiments have been conducted on various images of size 256x256 and 512x512, which is corrupted by large noise levels i.e., \( \sigma = 25 \text{ dB} \) to 100 dB. This corrupted images have been denoised by using NLM, NLEM and proposed IF-NLP with various \( p \) values i.e., the range is (0, 2]. The results which have been shown in fig.1, show that the proposed technique is significantly effective than the other techniques in terms of visual perceptual quality.
V. CONCLUSIONS

In this, we introduced a novel image denoising scheme based on infantile fixation of NLEM in patch space, which has produced excellent PSNR values at larger noise levels. It also compared with the existing fast NLM filter, classical NLM filter and also with the generalized NLM. Furthermore, It can be modified by developing probable conditions for the value of patch selection $p$.
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